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ABSTRACT

Title of Thesis: BANDWIDTH ALLOCATION TO

INTERACTIVE USERS

IN DBS-BASED HYBRID INTERNET

Degree candidate: Marian Stagarescu

Degree and year: Master of Science, Department of Electrical Engineering,

University of Maryland, College Park, 1998

Thesis directed by: Professor John S. Baras

Department of Electrical Engineering

We are motivated by the problem of bandwidth allocation to Internet users

in DBS-based Hybrid Internet, where the Network Operations Center (NOC)-

scheduler controls the amount of service provided to each user, by using packet

scheduling and buffer management. Such a system exploits the ability of satel-

lites to offer high bandwidth connections to large geographical areas, and it

delivers low-cost hybrid (satellite-terrestrial) high-speed services to interactive

Internet users. In this system, it is important to reduce the delay that users

experience.



We analyze several bandwidth allocation policies at the Network Operations

Center (NOC) of a DBS-based hybrid Internet network. We consider the problem

of optimal scheduling of the services of interactive users in the DBS-based hybrid

Internet configuration.

We show that, for the interactive Internet users, the Most Delayed Queue

First (MDQF) policy, which serves the queues starting with the most delayed

queue, is providing the minimum delay, when compared with the Equal Band-

width (EB) and Fair Share (FS) allocation policies. The MDQF policy is shown

to be optimal with respect to a performance metric of packet loss due to queuing

time constraints.

The impact of the scheduling policies on the Hybrid Internet system’s per-

formance, is analyzed in the context of the interplay between the NOC queuing

system (and its bandwidth allocation policies) and the underlying transport pro-

tocol (TCP), and we show the effectiveness of the MDQF policy in the presence

of TCP congestion control algorithm.

We also present simulations in which the Internet server sources send self-

similar (“fractal”) data traffic to the NOC-scheduler. The results confirm our

calculations, that the MDQF policy is a better performing policy for minimizing

the mean delay at high load factors, when comparing it to the EB and FS

policies. Finally, we propose two solutions, a buffer allocation policy and a

”virtual delay” mechanism, which make the MDQF policy work in the presence

of greedy sources.
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Chapter 1

Introduction

We are facing a dramatic shift in the nature of wide-area computer networks. We

have moved into an era of commercial networking. While the Internet started

out as a research network, it has gone through a rapid transition to a commercial

service. The diversity of applications on the Internet is ever-increasing. With

the rapid growth of Web-based Internet applications, such as Web servers and

browsers, it has become crucial to understand the behavior of feedback based

flow and congestion control protocols in a realistic scenario, using traffic that

correspond to the one produced by dominant Internet applications. Moreover,

best-effort service can be used for packet voice and video, in addition to its

more traditional use for file transfer, electronic mail, and remote login. The

nature of best-effort service precludes specifying the actual packet delay a user

will experience. However, users of a commercial network are unlikely to accept

having large delays in the service they receive. Thus, one of the challenge of

designing current commercial networks is to develop a service model that can

provide a variety of quality services to the user.

The Center for Satellite and Hybrid Communication Networks (CSHCN) and
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Hughes Network Systems (HNS) have been working together to develop inexpen-

sive hybrid (satellite and terrestrial) terminals that can foster hybrid commu-

nications as the most promising path to the Global Information Infrastructure

[4], [5]. This hybrid service model (“Hybrid Internet Access”) capitalizes on the

existing installed base of cable and DBS-based network, and it allows informa-

tion browsing and interactivity by the utilization of asymmetric channels. Its

design concepts are presented in Chapter 2. DirecPCTM , a commercial product

of HNS is a typical example of Hybrid Internet Access. One of the services pro-

vided by a Hybrid Satellite Terrestrial Network (HSTN) is high speed Internet

access based on an asymmetric TCP/IP protocol.

An effective flow and congestion control protocol for best-effort service is

built upon four mechanisms: packet scheduling, buffer management, feedback

and end adjustment. This protocol has two points of implementation. The first

one is at the source, where flow control algorithms vary the rate at which the

source send packets. The second point of implementation is at the Network

Operations Center (NOC) of the HSTN. The two ways in which the NOC in the

HSTN architecture can actively manage its own resources are packet scheduling

(bandwidth allocation) and buffer management.

Packet scheduling algorithms, which control the order in which packets are

sent and the usage of the NOC’s buffer space, do not affect the congestion di-

rectly , in that they do not change the total traffic on the NOC’s outgoing

satellite link. Scheduling algorithms do, however, determine the way in which

packets from different sources interact with each other which, in turn, affects

the collective behavior of flow control algorithms. We shall argue that this effect

makes packet scheduling algorithms a crucial component in effective congestion
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control. In addition with being the most direct control by which the NOC serves

every user, it is the only effective control within the scope of NOC, because buffer

management alone cannot provide flexible and robust control of bandwidth us-

age.

Consequently, the main focus on this thesis is the investigation of the ef-

fectiveness of various packet scheduling (bandwidth allocation) policies at the

NOC.

In Chapter 2 we introduce various bandwidth allocation schemes. One impor-

tant component of the dramatic shift in the nature of Internet is the following:

the assumption of user cooperation is no longer valid in the Internet [10]. Subse-

quently, discriminating queuing algorithms, which incorporates packet schedul-

ing and buffer allocation must be used in conjunction with source flow control

algorithms, to control congestion effectively in non-cooperative environments.

We present first a simple policy, the Equal Bandwidth (EB) bandwidth allo-

cation, in which the NOC maintains separate queues for packets from each in-

dividual data traffic source, and allocates an equal amount of service to each

active source. This prevents a source from arbitrarily increasing its share of the

bandwidth or the delay of other sources. In order to reduce the possible waste of

bandwidth under EB policy we consider a more refined policy: The Fair Share

(FS) bandwidth allocation [7]. the FS policy is superior to the EB policy both

in satisfying connection requests, and minimizing the waste of bandwidth.

On the surface, these two scheduling policies appear to have considerable

merit, but they are not designed to optimize a performance measure such as

throughput or delay. A particular motivation for the investigations reported in
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this thesis has been the issue of optimal packet scheduling at the NOC, in the

sense of minimizing the queuing delay. In consequence, we were interested in ob-

taining improvements in the service quality, as perceived by the users. A better

performing policy, which attempts to minimize the mean queuing delay at the

NOC, especially at high load factors, may be one which serves the connections

in the order of their queuing delay, starting with the most delayed queue. Such a

scheme, formally introduced in [15], is appealing due to its similarity to Shortest

Time to Extinction (STE) [1] scheduling policies. This thesis is a continuation

of the research effort initiated in [15]. We describe this Most Delayed Queue

First (MDQF) policy in section 2.1.3.

Chapter 3 deals with the analysis of these bandwidth allocation policies. We

will consider the problem of optimal scheduling of the services of interactive users

in a DBS-based Hybrid Internet configuration. Using a congested scenario, we

derive approximate conditions under which the MDQF policy performs better

than the EB and/or FS strategies. In heavy-traffic conditions these first-order

approximations are analyzed, and the MDQF gain is obtained and exemplified.

The MDQF policy is shown to be optimal with respect to a performance met-

ric of packet loss, when hard queuing time constraints are present: it minimizes,

in the stochastic ordering sense, the process of packet loss, when compared with

the EB/FS policies. This result is derived using a methodology introduced in

[1], with variations specific to our case.

The different components of flow and congestion control algorithms intro-

duced above, source flow control, NOC packet scheduling and buffer manage-

4



ment, interact in interesting and complicated ways. It is impossible to asses the

effectiveness of any algorithm without reference to the other components of con-

gestion control in operation. We will evaluate the proposed MDQF scheduling

algorithm in the context of the underlying transport protocol of the DBS-based

Hybrid Internet system, namely the TCP flow and congestion control algorithm.

We use an estimate of the effective efficiency of the satellite gateway to show the

effectiveness of the MDQF policy in the presence of the TCP congestion control

algorithm, and we obtain an analytical expression for the MDQF gain over the

EB and FS policies.

In Chapter 4 we investigate the impact of self-similar data traffic source

models on hybrid Internet networks, including their effect on throughput and

delay. This is done, in the context of various bandwidth allocation mechanisms,

using simulations. Due to its correspondence to the Internet interactive users

and WWW traffic, we first study the effects of the ON-OFF “heavy-tailed” data

traffic source model on performance, when Equal Bandwidth (EB), Fair Share

(FS) and the Most Delayed Queue First (MDQF) schemes are employed at the

Network Operations Center (NOC) of a DBS-based Hybrid Internet network. We

find that the MDQF policy performs better than the other bandwidth allocation

strategies in congested scenarios.

Our investigations of the “cooperative” work among the sources in the MDQF

scheme reveals an interesting phenomenon of “delay shifting” (section 4.1.2), due

to the presence of “greedy” sources in the system. The degree of “delay shifting”

can be controlled by buffer allocation, which exemplifies the interaction between

the two control mechanisms available at the NOC; i.e. the packet scheduling
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and the buffer management. Also, we propose another solution, a “virtual de-

lay” mechanism imposed on the ‘”greedy” sources. This solution is intrinsically

related to the dynamics of the MDQF policy.

One of our goals is to find a scheduling algorithm that functions well in

current computing environments, where self-similar traffic is present [2]. The

“heavy-tailed” ON-OFF model can generate self-similar traffic only when a

“large” number of ON-OFF “heavy-tailed” (Pareto) distributed sources are ag-

gregated [22], [11], [17]. This asymptotic result is not easily applicable in a

simulation context. In addition, the ON-OFF model fails to capture at least one

important characteristics of WWW traffic: the model assumes constant rate dur-

ing the transmission, whereas in reality, the transmission rate of WWW traffic

depends on the congestion status of the network.

To this end, we consider a more robust self-similar traffic model, the Frac-

tional Brownian Traffic (FBT) model [13], [14]. The ability to capture rate

fluctuations of the FBT source model, is a considerable improvement over the

previous model. We present the Fractional Brownian Traffic generator and ad-

dress its accuracy by comparing a synthesized FBT trace with real data from

Bellcore. The hybrid Internet configuration for FBT experiments is presented

in section 4.2. Similar findings of the “delay-shifting” phenomena and the ef-

fectiveness of the buffer allocation and the “virtual delay” solutions for making

“greed” sources work with the MDQF policy, are presented in the context of

FBT simulations.
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Chapter 2

Hybrid Internet Access and Bandwidth

Allocation Policies

The Internet is rapidly growing in number of users, traffic levels and topological

complexity. Sustained network traffic and proliferation of multimedia applica-

tions have combined to challenge the Internet access solutions for home users

and small enterprise.

Existing solutions as modem dial-up or “fiber-to-the-home” are either too

slow or too expensive. A “Hybrid Internet Access” solution, exploiting the ability

of satellites to offer high bandwidth connections to a large geographical area and

the “asymmetric” Internet traffic of many users, so that they can use a receive-

only VSAT, was developed by the Center of Satellite and Hybrid Communication

Networks and Hughes Network Systems (HNS) [4], [5]. The structure of this

Hybrid Satellite-Terrestrial Network (HSTN) is depicted next.

A hybrid terminal uses a modem connection for outgoing traffic and, through

a second network interface receives incoming information from the Internet via

VSAT. The hybrid terminal is attached to the Internet by using an Internet

Service Provider. The traffic is transmitted to a hybrid gateway which is re-
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Figure 2.1: DBS-based Hybrid Internet Architecture

sponsible for splitting an end-to-end TCP connection from the hybrid terminal

to any Internet application server and managing the data flow of the conventional

terrestrial network and the hybrid network. By splitting the TCP connection

the satellite channel is isolated from the Internet hosts. The Hybrid Internet

Access solution copes with the long-delay effect of the satellite link by allowing

the hybrid gateway to acknowledge packet reception from Internet hosts on the

behalf of hybrid terminals; a technique called “TCP spoofing”. DirecPCTM , a

commercial product of HNS is a typical example of Hybrid Internet Access. It

employs a prioritization scheme which uses separate queues for Internet traffic

and “push” traffic (package delivery and data feed traffic).

To fully utilize the satellite bandwidth and buffer space, the NOC must

actively manage these resources and also provide feedback to the users. The hy-
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brid users’ acknowledgment packets are used to remove transmitted data from

the hybrid gateway’s buffers and they must respond to congestion signals from

the NOC. Packet scheduling (bandwidth allocation) and buffer management are

the two ways by which the NOC in the HSTN architecture manages its own

resources. Scheduling is the most direct control by which the NOC serves every

user. It is the only effective control within the scope of the NOC because buffer

management alone cannot provide flexible and robust control of bandwidth us-

age.

The buffer management is used in conjunction with scheduling mechanisms,

but need not be precisely tuned (a simple buffer allocation scheme is described in

chapter 4, sections 4.1.2 and 4.2.3). In addition, the interplay between scheduling

policies and the other two mechanisms for effective congestion control, namely

feedback and end-adjustment, is studied and the results (section 3.6) show how

an effective bandwidth allocation policy can help alleviate some of the TCP

problems, the underlying transport protocol assumed in the HSTN configuration.

2.1 Bandwidth Allocation Policies

2.1.1 Equal Bandwidth Allocation Policy

One of the simplest packet scheduling algorithm is the Equal Bandwidth Al-

location (EB) which attempts to split the available bandwidth evenly among

the currently present flows. It provides each flow with a great degree of pro-

tection from other flows (in the sense of unfair capture of channel bandwidth).

However, there can be a significant waste of bandwidth while operating under

this scheme.
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2.1.2 Fair Share Bandwidth Allocation Policy

An improvement (in the sense of less waste of bandwidth) over EB is offered by

the Fair Share Bandwidth Allocation (FS) [7]. The Fair Share algorithm

tries to cope with the waste of bandwidth while preserving the flow firewalls.

The algorithm is described briefly below:

• Fair Share Bandwidth Allocation Algorithm

Step 1 Compute the Fair Share by dividing the total bandwidth to the number

of active connections.

Step 2 Allocate bandwidth to connections with individual demand less than or

equal to the Fair Share (“under-loading connections”).

Step 3 Find the remaining bandwidth after the Step 2 allocation.

Step 4 Recompute the Fair Share excluding the set of “under-loading connec-

tions”.

Step 5 The iteration is repeated from the allocation Step 2 unless it cannot be

performed; in this case allocate the Fair Share to all connections in the

current active set.

While these two algorithms attempt to provide a degree of fairness and reduce

the packet clumping problem present in a FIFO queue they are not designed to

optimize a performance measure such as throughput or delay.

2.1.3 Most Delayed Queue First Policy

Intuition suggests that a better performing policy, which myopically attempts to

minimize the mean queuing delay at the NOC, especially at high load factors,
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may be one which serves the connections in the order of their queuing delay,

starting with the most delayed queue. One can find such a scheme appealing

due to its similarity to Earliest Deadline First (EDF) [6], [12] or Shortest

Time to Extinction (STE) [1] scheduling policies. Such a scheme was formally

introduced in [15] and the algorithm is described below:

• Most Delayed Queue First Bandwidth Allocation Algorithm

Step 1 Sort the connections in decreasing order of the delay encountered by the

Head-of-the-Queue (HoQ) packet.

Step 2 Allocate bandwidth to satisfy the current demand of the queues in the

ordered set obtained from Step 1.

Step 3 Repeat Step 2 until the available bandwidth is exhausted or all connections

are served.

All bandwidth allocation policies are analyzed in Chapter 3. Simulation

results are reported in Chapter 4. For the simulations we used a revised version

of a DirecPC flow prioritization and control simulator built by Olariu [15].
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Chapter 3

Analysis of Bandwidth Allocation

policies

In this chapter we will consider the problem of optimal scheduling of the services

of interactive users in a Hybrid Internet configuration. The Network Operations

Center (NOC) controls the amount of bandwidth allocated to each user by em-

ploying various control policies. We investigate the Equal Bandwidth (EB), Fair

Share (FS) and Most Delayed Queue First (MDQF) policies. Using an ON-OFF

source traffic model, with constant rate during the active period we present first

a framework for the analysis and a quantification of the service quality as per-

ceived by users. The merit of this approach, first introduced in [8], is the ability

to capture the characteristics of the dominant application for interactive Inter-

net users, namely the World Wide Web. The user quality depends critically on

the rates allocated by the NOC controller. Using a congested scenario we derive

approximate sufficient conditions under which the MDQF policy performs better

than the EB and/or FS strategies. In heavy-traffic conditions these first-order

approximations are analyzed and the MDQF gain is obtained and exemplified.

The MDQF policy is shown to be optimal with respect to a performance
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metric of packet loss due to queuing time constraints. This result is derived by

using a methodology introduced in [1], with variations specific to our case.

Finally the impact of the scheduling policies on the Hybrid Internet system

performance is analyzed from a different perspective. The interplay between the

NOC queuing system and its bandwidth allocation policies, and the underlying

transport protocol (TCP) is investigated in section 3.6. We use an estimate of

the effective efficiency of the satellite gateway to show the effectiveness of the

MDQF in the presence of the TCP congestion control algorithm.

3.1 Framework for queuing analysis: ON/OFF

source traffic model

In a Hybrid Internet configuration the queuing system of interest is represented

by the satellite gateway (SGW) of the Network Operations Center (NOC). The

data traffic sources, represented by the Internet servers are modeled with an

alternating renewal process, i.e. the source alternates between active and idle

periods. The active periods represent time intervals when the source is sending

packets at a constant rate. The source is silent during the idle periods. If

we denote with B the distribution function of the active periods, with mean

1/µ ≤ ∞ and with I the distribution function of the idle periods, with mean

1/λ ≤ ∞, the long-run probability that the source is active is given by:

aon =
1/µ

1/µ+ 1/λ
. (3.1)

Let N be the number of sources and suppose the capacity of the available satellite

link is C [packets/sec]. The number of simultaneous sources that can send data
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at rate c [packets/sec] is given by s = C/c. Let Pj be the steady-state probability

that j sources are active. When N ≤ s there is no contention among the sources

for the server capacity and Pj has the binomial distribution:

Pj =

(
N

j

)
ajon(1− aon)N−j , j = 0, 1, . . . , N ≤ s. (3.2)

In [8] Pj was shown to be insensitive to the distributions of B (the busy

period) and of I (the idle period ). Pj is insensitive because aon depends on the

distributions of B and I only through their means. This insensitivity property

can be used to compute Pj, for the case when N > s, based on exponential on/off

distributions and then apply the solution to ON/OFF Pareto distributions with

the same means.

If we define by w the mean size of a Web page, when there is no congestion

at the service facility, the average time to complete the Web page retrieval is

1/µ = w/c. When the number of active users is j ≥ s each source will receive

service at a rate r(j). The formula for r(j) depends on the bandwidth allocation

strategy. For example if the Equal Bandwidth allocation strategy is used r(j)

equals c if j ≤ C/c and r(j) = C/j if j ≥ C/c. The throughput of the service

facility is given by

throughput =
N∑
j=1

Pjjr(j) = E[Jr(J)] (3.3)

where J(t) is the random number of active sources at time t.

3.2 Service quality

In this section we are interested to quantify the service quality. For users brows-

ing the Web a primary measure of inconvenience is the time it takes the network

14



to complete the delivery of a page. In [15] the primary measure of service quality

was the average delay defined as:

d =
Σ delay of ACKed packets

number of ACKed packets

Let T be the average time it takes the NOC (service facility) to complete

the delivery of a WEB page requested by a user, and let T0 = w
c

be the “ideal”

average time of this transfer. To quantify the service quality we use the following

“figure of demerit” introduced in [8].

D =
T

T0

. (3.4)

In order to compute D we have to take in consideration various average rates.

The average aggregate rate at which users receive complete WEB pages is

E[Jr(J)]/w. By Little’s law, the average number E[J ] of users in the active

phase equals the product of the above average aggregate rate, E[Jr(J)]/w, with

the average time T that a user stays in active phase. Hence,

E[J ] =
E[Jr(J)]

w
· T (3.5)

and the final formula for D is ([1]):

D =
cE[J ]

E[Jr(J)]
(3.6)

The computation of D requires analytical expressions for r(J). In the next

section we derive approximate expressions for r(J) for the investigated band-

width allocation schemes, under various conditions.
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3.3 Observations on the Dynamics of MDQF

policy

We want to derive conditions under which the following property holds:

(P) The Most Delayed Queue First (MDQF) strategy performs better than Equal

Bandwidth (EB) and/or Fair Share (FS) with respect to the D criterion for ser-

vice quality.

We consider the following scenario. The sources present an amount of c data

packets to the service facility, at each time instant during their active (ON)

period. All sources are assumed to submit the same amount of workload X

[packets] to the service facility. Consider that all sources start their first ON

period at time t = 0 and we have a number N of active sources. We restrict our

attention to the congestion regime where c ≥ C/N , with C the NOC capacity

[packets]. The amount of service allocated to a source under the EB and FS

strategies is r = C/N at each service time.

When the MDQF strategy is used, the service for a typical source operates in

cycles. Let us denote by n1, n1 + n2, . . . , n1 + . . . + nk the time instants of

initiation of service periods for a source and by rn1, . . . , rn1+...+nk the amount

of service (number of packets served) allocated to the source, at those instants,

under MDQF policy.

The following condition must be satisfied in order to guarantee a better ser-

vice quality under the MDQF policy, as compared to the EB and FS policies:

rn1 + . . .+ rn1+...+nk

n1 + . . .+ nk
≥
C

N
(3.7)

This condition requires that the average service under MDQF policy is larger
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than the average service under EB and FS. By using the workload X we can

express the condition (3.7) as follows. If we require that the workload X [packets]

will be met by the sum of the service allocated at the instants n1, n1+n2, . . . , n1+

. . .+ nk, under the MDQF policy, i.e.

X −
n1+...+nk∑
p=n1

rp = 0 (3.8)

then (3.7) is equivalent to:

X − (n1 + . . .+ nk)
C

N
≥ 0 (3.9)

In order to obtain specific conditions derived from equations (3.8), (3.9), we

study how these equations propagates, at each time instant of service initia-

tion, i.e. instead of the “integral condition” (3.7) we will derive “instantaneous

conditions”. For this, we will work with the residual work (denoted res), i.e.

the unfinished work counted right after the completion of a service period. For

example the residual work after the completion of the service initiated at time

instant n1 is :

resMDQF
n1

= X − rn1

In terms of residues we can write:

resMDQF
n1+...+nk = resMDQF

n1+...+nk−1
− rn1+...+nk (3.10)

resFSn1+...+nk
= resFSn1+...+nk−1

− nk
C

N
(3.11)

Assuming a stronger condition than (3.7), namely that the residual workload of

MDQF is smaller than that of EB and FS at one time instant of initiation of

service periods:

resMDQF
n1+...+nk−1

≤ resFSn1+...+nk−1
(3.12)
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the following inequality must be satisfied in order to guarantee 3.12:

rn1+...+nk ≥ nk
C

N
(3.13)

Applying backwards these stronger conditions we obtain the following set of

sufficient conditions for property (P) to hold:

rn1 ≥ n1
C

N
(3.14)

rn1+n2 ≥ n2
C

N
(3.15)

. . .

rn1+...+nk ≥ nk
C

N
(3.16)

It is clear that conditions (3.14) to (3.16) imply condition (3.7); that is (3.14) -

(3.16) are stronger sufficient conditions than (3.7) for property (P) to hold.

At time instant n1 we must have

resMDQF
n1

= X − rn1 ≤ X − n1
C

N
(3.17)

because of condition (3.14). Up to this time the source has sent n1c data packets,

since its total ON time cannot exceed n1. Therefore the service allocated to this

source at n1 has to satisfy

rn1 ≤ C and rn1 ≤ n1c (3.18)

We choose rn1 = min(C, n1c) which satisfies (3.18) and from (3.17) we get

X −min(C, n1c) ≤ X − n1
C

N
(3.19)

or

min(C, n1c) ≥ n1
C

N
(3.20)
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If C ≥ n1c then (3.20) requires c ≥ C/N , which is satisfied by the assumption

made that we operate in the congestion regime.

If C ≤ n1c then (3.20) requires

n1 ≤ N. (3.21)

Therefore, for the congestion regime (3.14) implies (3.21). However (3.21) does

not necessarily imply (3.14).

At time instant n1 + n2 we must have:

resMDQF
n1+n2

= X − rn1 − rn1+n2 ≤ X − (n1 + n2)
C

N
(3.22)

which implies

rn1+n2 ≥ n2
C

N
(3.23)

The allocated service at time instant n1 + n2 is chosen to be the minimum of C

and the current demand dn1+n2 = dn1 − rn1 + n2c, where dn1 was the demand at

time instant n1, dn1 = n1c. The inequality (3.23) becomes

rn1+n2 = min(C, dn1+n2) ≥ n2
C

N
(3.24)

If C ≤ dn1+n2 then (3.24) requires

n2 ≤ N. (3.25)

If C ≥ dn1 − rn1 + n2c we must have

dn1 − rn1 + n2c ≥ n2
C

N
(3.26)

Replacing dn1 = n1c (3.26) is equivalent with:

n1c− rn1 + n2c ≥ n2
C

N
(3.27)
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which is obviously satisfied since rn1 ≤ n1c, and c ≥ C/n from the congestion

regime’s assumption.

The following result demonstrates that the “instantaneous conditions” (3.14)-

(3.16) propagates in time if the corresponding service cycle length is less than

or equal to the number of active sources N .

Fact: Suppose

rn1+...+np ≥ np
C

N

Then

rn1+...+np+1 ≥ np+1
C

N
(3.28)

if

np+1 ≤ N

Proof:

rn1+...+np+1 = min(C, dn1+...+np − rn1+...+np + np+1c)

If C ≤ dn1+...+np − rn1+...+np + np+1c (3.28) becomes

C ≥ np+1
C

N
⇒ np+1 ≤ N.

If the minimum is dn1+...+np − rn1+...+np + np+1c we must have

dn1+...+np − rn1+...+np + np+1c ≥ np+1
C

N

which is obviously satisfied since c ≥ C
N

and dn1+...+np ≥ rn1+...+np.

This result holds also for the case when the time instants of service initiation

n1 + . . .+ np+1 corresponds with a time instant when the source considered has

finished its sending period, i.e.

dn1+...+np+1 = dn1+...+np + rn1+...+np
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555

Let us now analyze further the conditions we have obtained for the time instants

n1, n2, . . . nk ≤ N (3.29)

We consider the following case : c = C
p
, p > 1

Suppose that, when we have the same delay at two or more queues, we tie-

break based on the source index. In this situation the worst-case analysis is

for source indexed N . We make the following observation regarding the values

np, p = 1, 2, . . . , k.

The amount of service allocated under MDQF strategy in “heavy-traffic” con-

dition will have a transient period followed by a stationary value of C packets.

In this situation the gain obtained from the MDQF policy, when compared with

the EB and the FS policies, is obtained only during the transient period since

after that, in one cycle of N steps, the allocation rate for a source under the

MDQF policy is C packets, and for EB and FS we have N · C
N

= C packets.

The length of the transient period is p time-clocks since after that, the current

demand to be resolved is C packets. During this transient period only sources

1, . . . , p will obtain a gain of C
p

under MDQF strategy. We present next a set of

simulation results that exemplify the gain of the MDQF scheme in heavy-traffic.
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Figure 3.1: Transients in bandwidth allocation for MDQF scheme: C = 30, N = 5

ON/OFF Pareto sources
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Bandwidth/Clock Goodput D

15 13.4 1.08

10 9.6 1.5

5 4.86 2.95

Table 3.1: Fair Share allocation

Bandwidth/Clock Goodput D

15 14 1.0

10 10 1.4

5 5 2.8

Table 3.2: MDQF allocation

3.4 Conditional Optimality of the MDQF Pol-

icy

In this section, we will consider the problem of optimal scheduling of the queues

at the Network Operation Center (NOC).

We will consider the case in which the packets have constraints on their waiting

times. We will prove the conditional optimality of MDQF policy, with respect

to Equal Bandwidth/Fair Share when hard deadline constraints are used, i.e.

packets are considered eligible for service at NOC any time before the deadline

and become obsolete as soon as the deadline is missed.

Consequently, the metric of interest is the number of packets lost and we prove

that the MDQF policy minimizes this metric, when compared with the EB/FS
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policies.

The packets arriving at the service facility are time-stamped and enqueued

into the corresponding flow (connection) queues. Also, upon their arrivals the

packets will be allocated a deadline (fixed for all packets) corresponding to the

delay imposed to queued packets. For each time-stamp we have a corresponding

extinction time defined as the value of time-stamp plus the deadline. The MDQF

policy corresponds to the Shortest Time to Extinction (STE) policy. The STE

policy and its optimality in the class of non-preemptive policies is investigated

in [1] and [16].

Our result is different from the one in [1] in the following sense: the exponen-

tial service requirement is relaxed and, in order to compare the MDQF and the

Equal Bandwidth/ Fair Share policies, we consider a congested scenario where

both Equal Bandwidth and Fair Share policies allocate the same equal (or fair)

share of service to each source.

The active queues are ordered based on their Head-of-the-Queue extinction

times. The MDQF policy will be denoted π̃ and the EB/FS policy by π. The

system’s evolution is depicted in figure 3.2.

A message sent from a source to the service facility is composed of packets

with the same time-stamp. At a particular time instant a message is declared

lost if its extinction time expired. Otherwise is considered eligible. The set of

eligible messages at time t is denoted E(t) or E(t, π) to specify the policy π

used. ek will refer to both the extinction time and to the corresponding message

with this extinction time. If we consider p the number of packets into the equal

share, the service time granularity corresponds to the time needed to transmit p

packets.
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Figure 3.2: System evolution under MDQF (π̃) and EB/FS (π) policies

The state of the system is z(t) = (E(t), A(t), d) where A(t) is the set of

arrivals up to time t and d is the deterministic, fixed deadline. We denote

by {Lπt (z), t ≥ 0} the process of the number of messages lost by time t when

applying the policy π.

In [1] the following result was obtained : LSTE ≤st Lπ for all policies π in

the class of non-preemptive and non-idling policies, under the assumption of ex-

ponential distribution of service times. The proof is based on the construction

of a policy π̃ that improves over π at one decision instant (t0)(by choosing the

STE message). Two coupled processes are then constructed, (Lπ̃t , L
π

t ) such that

(Lπ̃t ≤ L
π

t ) a.s. for t ≥ t0. The same construction is repeated for a number of de-

cision points along π̃’s trajectory. We use the same line of reasoning as in [1] but

we modify the proof in [1] to reflect the EB/FS policy as π; we consider further

approximations needed to avoid the cases where the exponential distribution of

service times was used in the proof in [1].
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We start from t0 where E(t0) = {e1, . . . , en} and we proceed with the con-

struction of π̃. At time instant t0, π̃ chooses to serve e1 and π serves e2. At the

next time instant π̃ schedules e1 (from the most delayed queue 1) and π served

e3. The service under π̃ ends at σ, when e1 is exhausted. We consider σ the next

decision instant for both policies, i.e. we stop the service under π at σ as well.

Based on the value of σ three cases are possible.

• Case 1: σ ≥ e2

In this case, under π̃ all packets eligible at t0, with extinction times less

than or equal to σ are lost, except e1. Under π the same messages will be

lost. e1 is lost under π because σ ≥ e2 ≥ e1. E(σ) is identical under both

policies. The states are matched at σ and in [σ,∞) we let π̃ follows π. If

t ∈ [e1, e2) the policy π looses e1 by choosing not to schedule it.

L
π

t = Lπ̃t , t ∈ [t0, e1)
⋃

[e2,∞)

L
π

t = Lπ̃t + 1, t ∈ [e1, e2)

• Case 2: σ < e1

We examine the situation at time σ. Under policy π, e1 ∈ E(σ), as well as

{e2, ....ek} if they were not exhausted by the service received in [t0, σ), i.e.

the messages {e2, ....ek} contained more than one Equal Share number of

packets (reasonable assumption).

Under policy π̃ the extinction set E(σ, π̃) = {e2, e3, . . . , en}. Let π̃ follows

π except that it schedules {e2, e2, . . . , ek} when π schedules {e1, e2, . . . , ek}.

We let the time evolve until π arrives at e1 and denote τ this moment.
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If e1 meets its deadline under π, e2 will be scheduled by π̃ at τ and the states

are matched at τ . Letting π̃ follow π in [τ,∞) we have L(π, t) = L(π̃, t)

for all t ∈ [σ,∞).

If e1 expired when π arrived at it, we have τ ≥ e1. If τ ≥ e2 then e2 is lost

under π̃. Again by letting π̃ follow π in [τ,∞) we have:

L
π

t = Lπ̃t , t ∈ [σ, e1)
⋃

[e2,∞)

L
π

t = Lπ̃t + 1, t ∈ [e1, e2)

If τ < e2, E(τ, π̃), the set of extinction times under π̃ is given by the set

{e2, . . . , ek, . . .}. The same set is also available to π and again the states

are matched at τ .

There is one distinctive sub-case here. When visiting the queue corre-

sponding to e1, the head-of-the-line message in this queue was expired but

is possible that new packets arrived at this queue. If this is the case, the

EB/FS changes under π. Let denote this new arrival by e
′

1. The situation

is depicted in figure 3.3

In order to have the same end time for the service under both policies we

need the following approximation. If we denote by C/(n−1) the equal share

of packets when the service starts at τ and by m the residual number of

equal shares when e
′

1 arrives, we consider m C
n−1
' (m + 1)C

n
, which holds

for a big number of current active users. With this approximation the

service under both policies ends at the same time denoted σ1.

The following cases are possible.
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Figure 3.3: Case 2: new arrivals at queue 1 under EB/FS

If σ1 ≥ e
′

1, e
′

1 is lost under π̃ and the states are matched at σ1.

L
π

t = Lπ̃t , t ∈ [t0, e1)
⋃

[e
′

1,∞)

L
π

t = Lπ̃t + 1, t ∈ [e1, e
′

1)

If σ1 < e
′

1 we let π̃ follow π and we are back to a situation previously

described.

• Case 3: e1 ≤ σ < e2 For t ∈ [to, e1) we have L
π

t = Lπ̃t and for t ∈ [e1, σ)

L
π

t = Lπ̃t + 1. At time σ, under π̃, e2 is eligible for service in addition to

all messages that are eligible under π. Consequently, we can proceed as in

case 2.

The analysis in Case 1,2 and 3 implies:

L
π

t ≥ Lπ̃t , ∀t ∈ [t0,∞) (3.30)
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The observation that the processes {L
π
(t), t ≥ t0} and {Lπ(t), t ≥ t0} have

the same low, enable us to make statements about the optimality in the sense

of stochastic order, which is strictly stronger than that in the sense of expected

values. We present next a set of equivalent characterizations of the notion of

stochastic order ([1]):

Theorem 1

Let X = {X(t), t ∈ Λ} and Y = {Y (t), t ∈ Λ} be two processes, where Λ ⊂ R.

Let D = DR[0,∞), the space of right continuous functions from R+ to R with

left limits at all t ∈ [0,∞) be the space of their sample paths. We say that the

process X is stochastically smaller than the process Y , and write X ≤st Y if

P [f(X) > z] ≤ P [f(Y ) > z], ∀z ∈ R, where f : D → R is measurable and

f(x) ≤ f(y), whenever x, y ∈ D and x(t) ≤ y(t), ∀t ∈ Λ.

The following equivalence will be used to stochastic order relations:

• 1) X ≤st Y

• 2) P (g[X(t1), . . . , X(tn)] > z) ≤ P (g[Y (t1), . . . , Y (tn)] > z)

for all (t1, . . . , tn), z, n, g : Rn →R, measurable and such that xj ≤ yj, 1 ≤

j ≤ n⇒ g(x1, . . . , xn) ≤ g(y1, . . . , yn).

• 3) There exists two stochastic processes X = {X(t), , t ∈ Λ} and Y =

{Y (t), , t ∈ Λ} on a common probability space such that

L(X ) = L(X ),L(Y) = L(Y) and X(t) ≤ Y (t), ∀t ∈ Λ a.s., where L(·)

denotes the law of a process on the space of its sample paths.

From 1) and 3) in Theorem 1 and from (3.30) we conclude that:

L
π

t ≥st L
π̃
t , ∀t ∈ [t0,∞)
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By repeating the same construction n times we have a policy that schedules

according to the MDQF-rule at these n decision points along its trajectory and

satisfies:

Lπ̃n ≤st L
π̃n−1 ≤st · · · ≤st L

π (3.31)

Consider the time instants ti, 1 ≤ i ≤ k and g : Rn → R as in Theorem

1. Consider also the policy π̃tk previously defined. Let us denote by L0 and

Lπ̃tk the process of the number of packet lost under policies MDQF and π̃tk

respectively. The variables Lπ̃tk (t1), . . . , Lπ̃tk (tk) have the same joint probability

distributions with the variables L0(t1), . . . , L0(tk). Hence, for all z, we have:

P (g[Lπ̃tk (t1), . . . , Lπ̃tk (tk)] > z) = P (g[L0(t1), . . . , L0(tk)] > z) (3.32)

From (3.31), Lπ̃tk (t) ≤st Lπ(t), t ≥ 0, therefore, we have

P (g[Lπ̃tk (t1), . . . , Lπ̃tk (tk)] > z) ≤ P (g[Lπ(t1), . . . , Lπ(tk)] > z) (3.33)

From equations (3.32), (3.33) and Theorem 1, we conclude:

LMDQF ≤st L
π (3.34)

From the above result of the MDQF optimality in presence of hard deadline

constraints, one can consider the MDQF policy effective for applications with

hard deadlines since it discard the packets having missed their deadline, which

would waste a fraction of the NOC bandwidth if they were serviced. However,

not all applications are hard. Those packets which have “soft” deadlines can also

be kept even if they miss their deadlines. For the NOC-scheduler the deadline,

or the queuing delay, is used to select the first queue to be serviced and so, the

deadline semantic can be different from extinction-time.
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3.5 Scheduling policies and TCP effects

In this section we use a quantitative estimate of the effective efficiency for the

NOC-satellite gateway and we will show that the Most Delayed Queue First

(MDQF) scheduling strategy improves over the Fair Share (FS) and Equal band-

width (EB) by desynchronizing the TCP congestion windows. We assume a fixed

number of file (HTML page) transfers from Internet Servers to the satellite gate-

way (SGW) in a congested scenario, when due to buffer overflows and retrans-

missions, the data transfers under-utilize the NOC-SGW capacity C [packets],

i.e the data transfers will fill only a fraction ρ · C, ρ ≤ 1 of the service facility

capacity. The estimate of the effective efficiency ρ is based on how congestion

windows evolve in TCP when a particular scheduling policy is in use at the SGW.

This investigation extends earlier results on the calculation of TCP effects ( [8])

and TCP congestion windows synchronization ( [19]), to the case of interactions

between TCP and the bottleneck scheduling policies.

3.5.1 TCP and window/population dynamics

In this section we provide a quick overview of the TCP congestion control algo-

rithm and then we describe the synchronization phenomenon of window adjust-

ment. At TCP connection setup, the receiver specifies a maximum window size

maxwnd. The sender has a variable called the congestion window cwnd which is

increased when new data is acknowledged and is decreased when a packet drop

is detected. The actual window used by the sender is

wnd = bMIN(cwnd,maxwnd)c
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The congestion window adjustment algorithm has two phases, the slow-start

where the window is increased rapidly and the congestion-avoidance where the

window is increased more slowly. A connection can be in one phase or an-

other, depending on a control threshold ssthresh. The next figure indicates how

the window evolves during congestion and the corresponding number of packets

(population).

Population size
Window size

Service rate

Figure 3.4: Service rate, population and window size evolution

An important phenomenon detected ([19]) is the synchronization of window

adjustment, i.e. the windows of different TCP connections competing for a

congested resource turn out to be in phase. The population of packets is in

proportion to the window of any connection. The service that a connection

receives equals its window divided by the round-trip time. In case of multiple

TCP connections the short periods of population collapse are synchronized and

the resource spend much of the time at less than full capacity. If this in-phase

window adjustment can be desynchronized we will have a lower inefficiency by

increasing the population of packets at any time. The rest of the subsections

explains the influence of MDQF scheduling policy in increasing the effective
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Population size
Window size

Figure 3.5: Out of phase window adjustment

efficiency of the system.

The following notations are used in the next subsections:

• Wk = current window of connection k

• P =
∑
Wk = total outstanding packet population

• RTT = round-trip time (IS to NOC) with empty connection queue

• τ = work time of the server for one data unit(packet)

3.5.2 Queue dynamics under scheduling policies

We assumed a fixed number N of file transfers from Internet Servers to NOC-

SGW. The transfers are modeled as ON-OFF periods and, during a file transfer

a constant amount c packets are presented to the service facility at each time

instant of the ON (active) period of a source. The SGW capacity is denoted

C [packets], i.e. the NOC scheduler can put a maximum of C packets on the

transmission line (satellite link) at one time instant. Each transfer proceeds over
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its own TCP connection and the corresponding buffer at SGW has a length of

B packets. Furthermore, we assume a congested scenario were the number of

sources send c packets at each time instant during their active periods, exceeding

the capacity C: c ≥ C
N

. In addition, the round-trip times (RTT) of all IS-to-

NOC connections is assumed to be the same. Under these assumptions we have:

Fact: Under the Fair Share and Equal Bandwidth scheduling policy all the

active connections will reach their buffer capacity at the same time instant k,

where:

kRinc = B

with Rinc the increase rate of queues length, measured as c − C
N

packets per

service cycle.

Proof: The analysis is carried during the last part of the “congestion-avoidance”

phase when the bottleneck has growing queues on all active connections. When

using the FS/EB policy at each service time instant the queue length is increas-

ing with c− C
N

packets. The buffer capacity will be reached simultaneously at a

time instant k where k(c− C
N

) = B.

The main implication of this result is the synchronization of TCP congestion

windows assuming the same RTT for all connections. At k+RTT all cwnd will

be halving and the de-population from the peak population value Phigh will be

Plow =
1

2h
Phigh

where h is an average estimate of the number of packets lost per connection.

Next we consider the MDQF policy. The queues are indexed in increasing or-

der of the Head-of-the-Queue delays. Let np be a time instant of service initiation
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for queue 1. The queue 1 will evolve according to the following equation:

Q1
np+k = Q1

np+k−1 − r
1
np + k · c

until the next time instant of service initiation.

The next queue in the set of ordered queues will evolve as follows:

Q2
np+1 = Q2

np
+ c

Q2
np+2 = Q2

np+1 − r
2
np+1 + c

Q2
np+m = Q2

np+m−1 − r
2
np+1 +m · c

Replacing the amount of service allocated rnk = min(C,Qnk), where nk are the

time instants of service initiation of an active queue, we obtain a lower bound of

c packets for the separation in queue lengths. In a previous analysis of MDQF

policy (section 3.3) we obtained sufficient conditions for MDQF gain over FS/EB

in terms of the length of a service cycle. Based on these conditions, the upper

bound for the separation in queues length is given by max(C, (N−1)·c) [packets].

We summarize these observations in the following result:

Fact: Under MDQF policy the active queues will reach their buffer capacity at

different times. The time-distance d between the moments when any two queues

reach their allocated buffer is bounded by:

tc ≤ d ≤ tC (3.35)

where tc and tC are the transmission times of c and max(C, (N − 1) · c) packets

respectively.

Based on this result we will compute the effective efficiency at the SGW when

MDQF is used and we will quantify the gain over FS/EB schemes.
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3.5.3 Effective efficiency estimation

To estimate the service being delivered by the SGW the approach in [8] was to

estimate the evolution of population P over the congestion-avoidance phase. The

peak of the population Phigh is the sum of the packets in queues and the packets

that received service in the last RTT time units. When using FS/EB policy the

population size when the congestion-avoidance phase begins is Plow = 2−hPhigh

since all the windows are cut at the same time and by the same factor. The

de-population factor h is estimated by h = l ·d where l is the location-influenced

average number of collisions created per connection and d is the average damage

done by a collision in the form of lost and damaged packets. The combined effect

on efficiency is computed in [8] as:

ρ = 1−
((1− plow)+)2

2(phigh − plow)
(3.36)

where phigh and plow are the normalized populations:

phigh =
Phigh
RTT/τ

= b+ 1, plow =
Plow

RTT/τ
= 2−ld(b+ 1), b =

Bτ

RTT

Under MDQF policy we have

PMDQF
low =

1

2
Whigh + (

1

2
Whigh +

d1

RTT
+ 1) + · · ·+ (

1

2
Whigh +

dN
RTT

+ 1) (3.37)

where dk is the time-distance between the moments when the most delayed queue

and the queue k ( numbered according to the Head-of-the-Queue delays) reach

their buffer capacity. The difference in queue length between the most delayed

queue and queue k is k · c packets. Therefore, the time-distance dk refers to the

transmission time of these k · c packets and is given by:

dk =
k · c

C
, k ∈ [1, N − 1] (3.38)

36



Using (3.38) in (3.37) we obtain:

PMDQF
low = P FS

low +
N(N + 1) · c

2 · C ·RTT
+N

where P FS
low = PEB

low =
∑ Whigh

2
. By replacing PMDQF

low in the formula for effective

efficiency (3.36) we obtain the MDQF gain over the EB/FS policies:

((1− plow)+)2

2(phigh − plow)
−

((1− pMDQF
low )+)2

2(phigh − p
MDQF
low )

(3.39)
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Chapter 4

Experiments with Bandwidth

Allocation Policies

Recent measurements of network traffic have shown that self-similarity is a phe-

nomena present in wide-area traffic traces [2]. In this chapter we investigate the

impact of long-range dependency, peculiar to self-similar stochastic processes,

on hybrid Internet networks, including its effect in throughput and delay. This

is done in the context of various bandwidth allocation mechanisms using simu-

lations.

First we study the effect of ON-OFF “heavy-tailed” source model on perfor-

mance when the Equal Bandwidth (EB), Fair Share (FS) and the Most Delayed

Queue First (MDQF) schemes are employed at the Network Operations Cen-

ter (NOC) of a hybrid Internet network. We find that MDQF performs better

than the other bandwidth allocation strategies in congested scenarios. An inter-

esting phenomena of “delay shifting” shows the “cooperative” work among the

sources in MDQF scheme. The degree of “delay shifting” is controlled by buffer

allocation and a “virtual delay” mechanism imposed on the ‘”greedy” source.

Second we consider a more robust self-similar traffic model, the Fractional
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Brownian Traffic (FBT) [13], [14] . The ON-OFF model can generate self-

similar traffic only when a “large” number of ON-OFF “heavy-tailed” (Pareto)

distributed sources are aggregated [22]. This asymptotic result is not easily

applicable in a simulation context. This is one of the reasons we choose the FBT

model.

In addition the ON-OFF model fails to capture at least one important charac-

teristics of WWW traffic: the model assumes constant rate during the transmis-

sion, whereas in reality, the transmission rate depends on the congestion status

of the network. The ability to capture, to some degree, rate fluctuations in FBT

model is a considerable improvement over the previous aggregated model. The

hybrid Internet configuration for FBT experiments is presented in section 4.2.

Similar findings of the “delay-shifting” phenomena and the effectiveness of the

buffer allocation and the “virtual delay” solutions are presented in the context

of FBT simulations. The rest of this chapter present the simulation results.

HGW SWG

Internet Sources : 

Satellite

NOC
ISP

Input Traffic into NOC derived from :
ON-OFF Pareto, Fractional Brownian Traffic

Hybrid Host

Figure 4.1: Simulation System Configuration
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4.1 Experiments with ON/OFF Pareto distributed

sources models

In this section we motivate the choice of the ON-OFF Pareto distributed source

traffic model, we briefly describe its relation to self-similar traffic and we present

simulation results for the investigated bandwidth allocation policies.

In the context of interactive users in the hybrid Internet network configura-

tion, the dominant application is WWW. We consider Web-user-like transfers

where the source alternates between “transfer” (ON) periods followed by “think”

(OFF) periods. Consequently, we use an ON-OFF source traffic model. Within

the scope of the NOC queuing system the ON state starts when a file (a HTML

page for example) requested by a user is transmitted from an Internet Server (IS)

and arrives at NOC. When the transfer completes the source enters the OFF pe-

riod. Evidence of the self-similarity in WWW traffic was reported in [2] where

it was shown that self-similarity in such traffic can be explained based on the

underlying distribution of WWW document sizes, user preference in file transfer

and the effect of “think time”. Empirically measured distributions from client

traces and WWW servers have shown heavy-tailed transmission times (ON) and

OFF times.

Next, we expose the mathematical formulation of heavy-tailed distribution

and its relationship with self-similarity.

A distribution is heavy-tailed if

P [X > x] ∼ x−α, as x→∞ and 0 < α < 2 (4.1)

The simplest heavy-tailed distribution is the Pareto distribution. From equation

( 4.1) we see that if the asymptotic shape of the distribution is hyperbolic, it
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Inactive OFF time

ON Time

Active OFF Time

Active Time 
(user click --> server transmissions)

User think time

Figure 4.2: WWW applications: ON-OFF times

is heavy-tailed. The Pareto distribution is hyperbolic over its entire range; its

density function is

f(x) = αkαx−α−1 ; α, k > 0; x ≥ k

and its distribution function is given by

F (X) = P (X ≤ x) = 1− (k/x)α

Heavy-tailed distributions have a number of properties depending on the pa-

rameter α. If α ≤ 2, then the distribution has infinite variance; if α ≤ 1, the

distribution has infinite mean. As α decreases, an arbitrarily large portion of

the probability mass may be present in the tail of the distribution.

A self-similar process may be constructed by superimposing many simple renewal

reward processes, in which the inter-renewal times are heavy-tailed. To visualize

this construction, consider a large number of processes that are each either ON

or OFF. The ON and OFF periods for each process strictly alternate and the

distribution of ON and/or OFF period is heavy-tailed. This model corresponds

to a network of Internet Servers sending data to the NOC at constant rate during

their ON periods and being silent during the OFF periods. For this model it
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has been shown that the result of aggregating many such sources is a self-similar

process. For the mathematical formulation of this result we need to introduce

several definitions ([21]).

Self-Similar data traffic

A stochastic process X(t) is statistically self-similar with Hurst parameter H ∈

[0.5, 1] if, for any real a > 0, the process a−HX(at) has the same statistical prop-

erties as X(t). The parameter H (Hurst parameter) is a measure of persistence

of a statistical phenomenon. H increases from a value of 0.5 which indicates

the absence of self-similarity and the closer H is to 1 the greater the degree of

persistence ( or long-range dependence ).

Long-range Dependence

One of the most significant properties of self-similar processes is referred to as

long-range dependence. This property is defined in terms of the behavior of the

autocovariance C(τ).

A long-range dependent process has a hyperbolically decaying autocovariance:

C(τ) ∼ |τ |−α, as |τ | → ∞, 0 < α < 1

where the parameter α is related to the Hurst parameter by H = 1−(α/2). Long-

range dependence reflects the persistence phenomenon in self-similar processes,

i.e. the existence of clustering and bursty characteristics at all time scales.

The self-similarity of the aggregated ON-OFF Pareto process was established

in [22] and it can be stated as follows:

Fact ( [22]): The superposition of many ON-OFF sources with strictly alternat-

ing ON- and OFF-periods, whose ON-periods or OFF-periods exhibit the Noah

effect (i.e. high variability or infinite variance) can produce aggregate network

traffic that exhibits the Joseph effect (i.e. is self-similar or long-range dependent).
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In this section, we pursue our experiments with this model, i.e. ON-OFF

Pareto distributed source traffic models, in order to test the behavior of band-

width scheduling techniques at NOC. We consider next the parameters used in

simulation.

4.1.1 Description of experiments and simulation results

The simulation configuration is as follows. For the Pareto distribution of ON-

OFF sources we use a value of 0.001 for the parameter k, which specifies the

minimum value that the random variable can take. The “burst” length dis-

tribution has a heavy-tailed distribution with parameter α = aON = 1.99.

At the end of burst generation, the source becomes silent for a random time,

Pareto distributed, which, in average, is greater than the length of data traffic

generation interval, i.e. we choose as a rule for the OFF periods a parameter

α = aOFF = 1.005 < aON , which imply an average length of the OFF period

greater than the average length of the ON period. The rest of the simulation

parameters are listed in the next table.

Pareto model k=0.001 aON = 1.99 aOFF = 1.005

Buffer per Connection 1000 packets

Number of Connections 5 connections

Constant Arrival Rate 10 packets / unit time

Table 4.1: Simulation Configuration
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Bandwidth Equal Bandwidth Fair Share MDQF

20 1.16 1.12 0.87

15 8.90 8.88 6.30

10 21.36 21.24 19.72

Table 4.2: On/Off Pareto sources : Average Delays

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
0

5

10

15

20

25
delay vs. utilization

MDQF delay

FS/EB delay

Figure 4.3: Delay vs. Utilization: ON/OFF Pareto sources
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4.1.2 Making Greed Sources work with MDQF policy

Under a basic premise that users are independent and selfish, the delays of pack-

ets in queues depend crucially on the service discipline implemented at NOC.

When the Equal Bandwidth and / or Fair Share policies are used we have band-

width firewalls which protect well-behaved sources from the greedy ones. How-

ever, the limitation imposed by these service disciplines cause large delays and

buffer overflows for the sources with input rates bigger than their equal and/or

fair share.

Our challenge is to design a service discipline, so that the system exhibits

good performance in spite of the selfishness of individual users. In order to

achieve this goal the MDQF service discipline employs a “cooperative” scheme

where the sources are served based on their Head-of-Queue(HoQ)-delays, without

building bandwidth share firewalls among competing connections. While this

policy was proven to be optimal in the sense of minimizing the number of packets

lost due to ACK delay threshold, it is possible that the well-behaved sources will

suffer a bigger delay performance degradation than acceptable for a particular

user.

In MDQF, the greedy source will improve its delay performances over EB/FS

at the expense of performance degradation of well-behaved users. We call this

phenomena “delay shifting” because the delay is shifting from the greed source

to the rest of sources. To illustrate the “delay shifting” we consider the case of

a greedy source (source 1) which sends at a rate of 20 packets/unit time during

its active periods. The rest of the sources are sending at 10 packets/unit time.

The available bandwidth is 15 packets.

We present next two simple solution to the problem of “delay-shifting”.
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Connection Buffer Rate Average Delay Rate Average Delay

1 1000 10 8.69 20 12.04

2 1000 10 5.59 10 7.81

3 1000 10 3.73 10 4.07

4 1000 10 7.34 10 11.05

5 1000 10 6.21 10 8.78

Table 4.3: “Delay Shifting”: MDQF / Average Delays

Influence of Buffer Allocation

The first solution imposes a bound on the buffer allocated to a greedy source

and this translates in bounding the performance degradation of well-behaved

sources, as illustrated in the next set of simulation results.

Remark It may appear that the hard bound in the buffer allocation will

cause a too large number of packet losses for the source 1 in the above example.

However, the congestion control mechanism of the underlying transport protocol

will limit this losses by reducing the sending rate after the first series of buffer

overflows.

Influence of “Virtual Delay”

Instead of limiting the buffer allocated to a greedy source we approach the prob-

lem of ’delay-shifting’ from a different angle. If we consider the queuing sys-

tems as allocating three quantities: bandwidth, promptness and buffer space,

the previous solution can be thought as an interplay between bandwidth and
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Connection Buffer Average Delay

1 500 9.33

2 1000 6.50

3 1000 4.07

4 1000 8.39

5 1000 7.00

Table 4.4: Influence of Buffer Allocation: MDQF / Average Delays

buffer space. We now look at the role played by a promptness factor (“vir-

tual delay”) into the MDQF bandwidth allocation policy. Promptness alloca-

tion (when packets get transmitted) is based on the data already available at

the NOC. The MDQF policy tend to favor (more promptness, less delay) the

user who utilize more bandwidth. The separation, in a limited sense, of the

promptness allocation from the bandwidth allocation, can be accomplished by

introducing a non-negative parameter δ (“virtual delay”) and time-stamping the

greedy source with the actual arrival time plus this “virtual delay”. The rest

of the parameters are unchanged. The MDQF will exercise its control based on

the new time-stamps and will penalize the greedy source reducing its allocated

bandwidth. The role of this “virtual delay” can be seen more clearly from the

next simulation results.

When greed work is present on the network the MDQF can be enhanced with

two simple solutions ( buffer allocation bound and “virtual delay”) in order to

be able to provide low delay to low throughput sources. This is one important
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Connection Virtual Delay(penalty) MDQF Average Delay

1 20 4.75

2 0 3.31

3 0 3.11

4 0 5.08

5 0 3.89

Table 4.5: Influence of “Virtual delay” imposed on greedy source : MDQF / Average

Delays

feature of MDQF algorithm.

4.2 Experiments with Fractional Brownian Traf-

fic

4.2.1 Fractional Brownian Traffic generation

The Fractional Brownian Traffic (FBT) model was introduced in [13]. It has the

advantage of being a parsimonious model that capture the “self-similar” nature

of the aggregated connection-less Internet traffic. The abstract model of FBT

has the ability to capture rate fluctuations which is a considerable improvement

over the previous ON-OFF model, where only the aggregation of a large number

of ON-OFF sources with a Pareto distributed activity and idle period yields a

limiting behavior identical to M/G/∞ input stream ( [11], [17]).

48



In our hybrid Internet configuration we consider that a large number of Inter-

net Servers (IS) is sending data to the NOC. As a result of numerous interactions

with the network, this traffic exhibits fractal characteristics, i.e. it is network-

level fractal traffic. The NOC is receiving this traffic into a limited number of

queues (without preserving a one-to-one TCP connection - NOC queue map-

ping) and is employing various bandwidth allocation schemes. The input traffic

presented to the NOC queues is generated according to the following Fractional

Brownian Traffic (FBT) process [13]:

At = mt+
√
amZt (4.2)

where Zt is a normalized Fractional Brownian motion (FBM) process with Hurst

parameter H ∈ [1
2
, 1) and is characterized by the following properties:

1 Zt has stationary increments;

2 Z0 = 0 and E[Zt] = 0 for all t;

3 E[Zt]
2 = |t|2H for all t;

4 Zt has continuous paths;

5 Zt is Gaussian.

The parameter m is the mean input rate and a is a variance coefficient which

depends on H and on the burst transmission rate.

To generate Fractional Brownian Traffic we use a Fractional Gaussian Noise

(FGN) traffic generator as described in [18]. The FGN process is an exactly

(second-order) self-similar process defined as follows:
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A Fractional Gaussian Noise X = (Xk : k = 0, 1, 2, . . .) is a stationary

Gaussian process with mean µ = E[Xk], variance σ2 = E[(Xk − µ)2], and auto-

correlation function

r(k) = 1/2(|k + 1|2H − |k|2H + |k − 1|2H), k = 1, 2, . . .

Asymptotically

r(k) ∼ H(2H − 1)|k|2H−2, k →∞, 0 < H < 1

One can see that the resulting aggregated processes X(m) have the same distri-

bution as X, ∀H ∈ (0, 1). We need the following definition: ([21])

Exactly Self Similarity

For a stationary time series x, define the m-aggregated time series x(m) =

{x(m)
k , k = 0, 1, 2, . . .} by summing the original time series over non-overlapping,

adjacent blocks of size m. This may be expresses as:

x
(m)
k =

1

m

km∑
i=km−(m−1)

xi

A process x is said to be exactly self-similar with parameter β, 0 < β < 1 if, for

all m = 1, 2, . . . we have:

V ar(x(m)) =
V ar(x)

mβ

and the autocorrelation satisfies:

Rx(m)(k) = Rx(k)

Using the exactly self-similarity definition, one can conclude that Fractional

Gaussian Noise is exactly second-order self-similar with self-similarity Hurst pa-

rameter 1/2 < H < 1.
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The method for synthesizing FGN is based on the Discrete Time Fourier

Transform (DTFT) and can be summarized as follows:

Assuming that the power spectrum of the FGN process is known, a sequence

of complex numbers zi, corresponding to this spectrum, is then constructed. The

time-domain sample path xi is obtained from the frequency-domain counterpart

zi, by using an inverse-DTFT.

xi has, by construction, the power spectrum of FGN and, because autocorre-

lation and power spectrum form a Fourier pair, xi is guaranteed to have the

autocorrelation properties of an FGN process.

The difficulty of computing the power spectrum of the FGN process is ad-

dressed in [18] and is briefly described here.

For on FGN process the power spectrum is

f(λ;H) = A(λ;H)[|λ|−2H−1 +B(λ;H)].

for 0 < H < 1 and −π ≤ λ ≤ π.

A(λ;H) = 2 sin(πH)Γ(2H + 1)(1− cosλ)

B(λ;H) =
∞∑
j=1

[(2πj + λ)−2H−1 + (2πj − λ)−2H−1]

B(λ;H) ∼ ad1 + bd1 + ad2 + bd2 + ad3 + bd3 +
ad
′

3 + bd
′

3 + ad
′

4 + bd
′

4

8Hπ

where

d = −2H − 1 d′ = −2H

ak = 2kπ + λ bk = 2kπ − λ

A Fractional Gaussian Noise sample path generated with this method is given

in the next figure:
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Figure 4.4: Fractional Gaussian Noise sample path: H=0.78
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In order to compare the accuracy of the method previously described, we

use the FGN sample path to compute the corresponding FBM trace. The FBM

process is the sum of the FGN increments. The FBT is next computed with

parameter taken from pOct.TL Bellcore traffic data

(thumper.bellcore.com/pub/lantraffic/pOct.TL).

• m = 2279 kbit/sec

• a = 262.8 kbit.sec

• H = 0.76

These parameter were estimated in [13] and were used to compare the simulated

Fractional Brownian Traffic with the true trace from Bellcore. The fractional

Brownian motion process synthesis used by Norros was based on a bisection

method, different from the one we use here. We present next our simulated

Fractional Brownian Traffic and the Bellcore trace.

The similarity is considerable in the profiles of both traces and we consider

the accuracy of the traffic generator satisfactory for our purposes.
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Figure 4.5: Bit-rate variation in Bellcore trace (pOct.TL)
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Figure 4.6: Bit-rate variation in simulated Fractional Brownian Traffic
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4.2.2 Description of experiments

The experiments with Fractional Brownian Traffic will address the “delay shift-

ing” problem in the MDQF setting. We used the following simulation configu-

ration:

• Buffer per Connection = 500 packets

• Total Bandwidth = 15 packets /unit time

• Number of Connection = 5 connections

• Mean Arrival Rates = 1 2 3 4 5 packets/unit time

• Hurst parameter H = 0.7 0.8 0.9 0.95 0.98

The simulation results summarized next illustrate the presence of “delay shift-

ing”.

Connection Fair Share MDQF

1 0.00 3.78

2 0.02 4.11

3 0.07 4.20

4 6.96 4.25

5 10.55 4.32

Table 4.6: Fractional Brownian Traffic : Average Delays
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One can see clearly the bandwidth firewalls provided by the Fair Share strat-

egy comparing with the “co-operative” work employed by the Most Delayed

Queue First policy.

4.2.3 Greed Work: Influence of Buffer Allocation

We repeat the previous experiment with a modified buffer allocation. The

“greed” sources (sources 4 and 5 as compared with source 1 which has the small-

est rate) are penalized by a buffer reduction of 300 packets and 400 packets

respectively. This corresponds to a reduction in the work presented to server by

these sources. Consequently, the delays are reduces as follows:

Connection Buffer MDQF average delays

1 500 1.67

2 500 1.93

3 500 2.04

4 200 2.10

5 100 2.06

Table 4.7: Buffer allocation for “delay shifting” with FBT: Average Delays

As in the experiments with ON/OFF Pareto sources we used a reduction

of the buffer allocation in order to limit the degradation of service quality as

perceived by sources with slower input rates.
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4.2.4 Influence of “Virtual Delay”imposed on greed work

The next set of simulation results shows the effect of the “virtual delay” scheme

in the presence of greed work. We penalize the greedy sources (4 and 5) with a

virtual delay of 5 and 10 time-units respectively in order to be able to provide

low delay to low throughput sources. This important feature is exemplified next.

Connection Virtual Delay(penalty) MDQF Average Delay

1 0 2.72

2 0 2.21

3 0 2.81

4 5 2.85

5 10 2.89

Table 4.8: “Virtual Delay” imposed on greedy sources with FB Traffic:

MDQF/Average Delays
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Chapter 5

Conclusions

In the analysis of the MDQF policy we have attempted to address a crucial is-

sue of service quality, as perceived by interactive users in a DBS-based Hybrid

Internet architecture, namely minimum latency. The MDQF algorithm distin-

guishes between users, and allocates bandwidth and buffer space independently.

Moreover, the bandwidth allocation is not uniform across users, as in the case

of EB policy.

Our calculations showed that the MDQF is able to deliver lower delay to the

sources than the EB and FS policies do. The analysis in Chapter 3 showed that,

when combined with hard deadline constraints, the MDQF policy delivers the

optimal (minimum) delay to the users, improving over the EB and FS policies.

Furthermore, we analyzed the effectiveness of the MDQF policy in the pres-

ence of the TCP transport protocol used in DBS-based HSTN. The NOC-

scheduler was shown to alleviate the TCP window synchronization phenomenon,

when the MDQF algorithm is used. The MDQF gain over EB and FS policies

was derived and analytically expressed as a function of the number of active

sources, the service facility capacity, the transfer rate from sources, and the
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equally assumed Round Trip Time (RTT) of connections.

By using simulations in Chapter 4, we exposed the NOC-scheduler to self-

similar traffic from ON-OFF Pareto distributed and Fractional Brownian Traffic

data traffic source models. We performed tests that show the improvement of

MDQF over the EB and FS.

Moreover, since the MDQF policy does not have built-in firewalls to guar-

antee good performance in the presence of “greed” work, we presented two so-

lutions to this problem. The first one is to use a buffer allocation policy, in

conjunction with the MDQF packet scheduling algorithm, to make the greedy

sources work with low throughput sources. The second solution is intrinsically

related to the MDQF dynamics. It imposes a ”virtual delay” that penalizes

the greedy sources. These solutions showed that MDQF is tunable through the

”virtual delay” parameter or through a buffer allocation policy, and can protect

well-behaved sources.

Our conclusion is that the MDQF policy, when employed at the NOC-

scheduler of a DBS-based Hybrid Internet Network, creates an environment

where the service quality, as perceived by interactive users, is improved com-

pared with other bandwidth allocation policies.

We hope, in the future, to investigate the performances of MDQF under real

load conditions, with background traffic such as video-conferencing or package

delivery, interacting with asymmetric TCP/IP protocols, on DBS-based Hybrid

Networks. Also, we hope to explore extensions of flow and congestion control

algorithms that are more attuned to the properties of the MDQF NOC-scheduler.
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